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3D Shape representations

Not really 3D, self occlusion



Sparsity of voxel representation * Mean sparsity for all classes of ModelNet40 train 
dataset at voxel resolution 40 equal to  5.5%.



Slices of MRI and CT Images with resolutions 110x110x110 (left), 384x384x19 (right)



SparseConvNet

http://www2.warwick.ac.uk/fac/sci/statistics/staff/academic-research/graham/bmvc.pdf

Dr. Benjamin Graham
assoc. prof. at  Warwick University
Facebook AI Research, Paris Lab

convolution
2x2x2

pooling 
3x3x3

http://www2.warwick.ac.uk/fac/sci/statistics/staff/academic-research/graham/bmvc.pdf




PySparseConvNet
Pros Cons

C++ / CUDA kernels
Not a general purpose Deep Learning Framework

Effective Memory usage Complicated code base 

Can use any loss functions Non-standard loss functions are in python-land,
overhead memory transfer from GPU (for now)

Can access internal layer activations

Interactivity

Train on Sparse data, infer with Dense network





M
akefile

Cython
SparseConvNet/*.cu
SparseConvNet/*.cpp
SparseConvNet/*.h

M
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C
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sparseNetwork.cpp SparseConvNet/*.o

SparseConvNet.pxd
sparseNetwork.pyx

sparseNetwork.o PySparseConvNet.[so / dylib]linker

linker





Shape Retrieval
Problem statement

Given a query object find several the most “similar” to the query objects from the 
given database.

The objects are considered to be similar if they belong to the same category of 
objects and have similar shapes.



Shape Retrieval

Precomputed
feature vector of 

dataset.
(Vcar , Vperson ,...)

Vplane - feature vector 
of plane

Sparse3DCNN

Query

Retrieved items

Cosine distance spacial index



Triplet loss

The representation can be efficiently learned by minimizing triplet loss.

Triplet is a set (a, p, n), where

● a - anchor object
● p - positive object that is similar to anchor object
● n - negative object that is not similar to anchor object

                                                    ,
     where      is a margin parameter,      and      are distances between p and a and     
     n and a.



Network description



Forward Pass Activations



method Classification Retrieval mAP

3DShapeNet 77.32% 49.23%

MVCNN 90.10% 80.20%

3DSCNN 90.3% 45.16%

S3DCNN + triplet --- 46.71%

Optimisation algorithm:
Nesterov Accelerated Gradient:
momentum = 0.99
Constant Learning Rate = 0.002

Experimental results



Obligatory t-SNE



Conclusions

● For Shape Datasets in voxel form - resolution beyond 

30^3 doesn’t improves performance very much

● More voxels - change scale of features, probably needs 

more layers

● 3D CNNs are more efficient on volumetric data



Organizing hyperparameter search 



Please contribute:
https://github.com/gangiman/PySparseConvNet

GPLv3
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